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Eigenvectors and Eigenvalues

@ Let V be a vector space and f: V — V alinear
transformation. A nonzero vector x € V such that
f(x) = Ax for some scalar \ is called an eigenvector of .
The scalar X is called the eigenvalue of f associated to the
eigenvector X.

@ We will see several examples of eigenvalues and
eigenvectors in class.
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@ Given an eigenvalue X of f, we define
E\={xe V|f(x) = Ax}.

The set E) is called the eigenspace associated to the
eigenvalue \.

@ Theorem 5.7: For every eigenvalue \ of f, the set E, is a
subspace of V.
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Linear Independence of Eigenvectors

@ Theorem 5.5: Let f : V — V be a linear transformation on
a vector space V.

@ Let S={xy,Xo,...,X} be a set of eigenvectors of f with
associated eigenvalues {\1, Ao, ..., A« }, respectively. If the
numbers ); are all distinct, then S'is a linearly independent
set.

@ Ifdim V = n, then f has at most n distinct eigenvalues.

@ A consequence of this theorem is that if dim V = nand f

has n distinct eigenvalues, the set {x1, Xz, ..., X} of
eigenvectors associated to these eigenvalues will be a
basis of V.
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Finding Eigenvalues

@ Given a square matrix A, we can find the eigenvalues of
the matrix A, that is, the eigenvalues of the linear
transformation f : R” — R" defined by f(X) = AX for all
X € R

@ We find the eigenvalues of A by solving pa(A) = 0, where
pa()) is the characteristic polynomial of A:

pa(A) = det(A— Alp).

@ If V is afinite dimensional vector spaceand f: V — Vs a
linear transformation, then the eigenvalues of f can be
found using the matrix [f]5 for any basis B of V.
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